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 Video-guided Machine Translation(VMT)

1. The VMT Task

Multimodal machine translation (MMT) enhances the quality of translations by integrating contextual 
information derived from complementary modalities in addition to textual input. 
Video-guided machine translation is a subtask of MMT, which utilizes corresponding video clips to translate 
video subtitles.

SRC :  A lot of bugs!

NMT: 很多错误！
      (A lot of errors!)

VMT: 很多虫子！
      (A lot of insects!)
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 General Paradigm in VMT Tasks

1. The VMT Task
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 Two Limitations in Current VMT Research

2. Motivation

1. Information redundancy and high computational overhead. The existing 
approaches require selecting multiple frames (30-50) from video to extract coarse-
grained visual features. This not only decelerates the processing speed but also 
introduces information redundancy that is irrelevant to the translation task. 

2. The overlooked audio information in VMT studies. Prior work on VMT has 
focused solely on visual information from videos, neglecting to analyze the impact of 
inherent audio information on the VMT task.
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 Human Evaluation

2. Motivation

• We selected 500 sentence pairs requiring video-assisted translation to 
evaluate the role of various fine-grained multimodal information in VMT.

• Finally, we annotated and analyzed seven types of fine-grained multimodal 
labels in TriFine: video caption, location, action, entity, facial expression, audio 
sentiment, and stress.
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 The whole process of TriFine dataset construction.

3. TriFine
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3. TriFine

We randomly selected 400 samples from the automatically annotated data for 
manual evaluation. With the support of a specific strategy, the annotation accuracy 
was relatively high.

 TriFine Dataset
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3. TriFine

The dataset consists of 1.2 million English→Chinese pairs and 1.18 million Chinese→English pairs. 

Each entry contains: source language subtitle, target language subtitle, 10-second video clip (with 
corresponding audio), seven types of fine-grained multimodal information.

The dataset also includes: a general test set, an ambiguity test set, five specialized test sets enriched with 
specific information types.

 TriFine Dataset
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 Compare With Existing VMT Datasets

3. TriFine

"# FG" denotes the count of fine-grained tag types. 
"Amb" and "Info-spec" indicate ambiguity and information-specific test sets. 
"A-S Align" signifies audio-subtitle alignment. 
*Note: BigVideo initially reported 4.5 million clips, but only 3.3 million are publicly 
accessible due to privacy constraints.
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 Data Sample

3. TriFine

• SRC: A lot of bugs.   
• TGT: 很多虫子。

10-second video 
segment with audio：

Multimodal Fine-grained Tags
Action: run away Audio Sentiment: negative 
Expression: none Entities: people, beach, net
Location: beach Audio Stress: 0.97, 1.02, 0.91, 1.08
Video Caption: Two people on a beach by the sea, one of them runs away quickly after 
touching a fishing net, while the other one has been standing on the right side.
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4. FIAT
We propose the first audio-and-visual-aware VMT framework, FIAT (Fine-grained 
Information-enhanced Approach for Translation), to validate the effectiveness of fine-
grained multimodal information in VMT task.
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 Baselines

4. FIAT

The Effects of Pretraining in Video-Guided Machine Translation (Shurtz et al., LREC-COLING 2024)

Our experimental evaluation includes two categories of baselines:

1.A text-only baseline implementing the standard Transformer architecture.

2.Traditional VMT approaches that utilize coarse-grained visual features, 
specifically TVE and CVE.
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 Main Results（general test set）

4. FIAT

• FIAT surpasses text-only baselines and traditional VMT models with coarse-
grained features, while requiring less training time.
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 Main Results（general test set）

4. FIAT

• Audio stress and sentiment improve translation quality. Audio sentiment shows stronger 
effects in En→Zh than Zh→En translation, reflecting greater emotional variety in 
English speech.
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4. FIAT

In the field of translation disambiguation - a crucial application of VMT - 
FIAT demonstrates significantly superior performance compared to three 
baseline methods.

 Results On Ambiguity Test Set
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 Results on The Information-rich Test Sets

4. FIAT

• On test sets rich in emotion sentiment, actions, locations, and entities, the FIAT method 
utilizing only the corresponding fine-grained information significantly outperforms 
approaches that solely rely on other fine-grained information. Moreover, its performance 
approximates that of the +ALL method which utilizes all fine-grained information.
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 Results on The Information-rich Test Sets

4. FIAT

• Consistent with previous results on general test sets, the FIAT method plus only 
expression performs significantly worse than the baseline in all tests.
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Thanks!
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